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1   Introduction 

The university course timetabling problem involves assigning a given number of 
events (including lectures, seminars, labs, tutorials, etc) into a limited number of time-
slots and rooms subject to given set of constraints. Two primary hard constraints are 
that no student should be assigned two events in one timeslot and that capacity and 
features of rooms should satisfy the requirement of the event. Some other constraints 
can be different from one university to another. For example, some universities might 
want the timetable to be constructed so that there is a good separation between the 
courses that a student attends, while other universities may prefer to have consecutive 
courses.  

Timetabling is a well-known difficult combinatorial problem. Several techniques 
have been used to automatically generate university timetables, including graph col-
ouring heuristics (Burke et al., 2004), tabu search (Costa, 1994; Schaerf, 1996), simu-
lated annealing (Thompson and Dowsland, 1996; Kostuch, 2004), evolutionary algo-
rithms (Burke et al., 1998) and case-based reasoning (Burke et al., 2006a). Hyper-
heuristic approaches have recently been applied to timetabling problems (Burke et al., 
2003; Burke et al., 2006b). In (Burke et al. 2003), a tabu search based hyper-heuristic 
was applied to both a nurse rostering problem and a university course timetabling 
problem to demonstrate the increased level of generality of the method. In their ap-
proach, the hyper-heuristic dynamically ranks a set of heuristics according to their 
performance in the search history. A tabu list was incorporated to prevent the selection 
of some heuristics at certain points in the search. At each iteration, the hyper-heuristic 
keeps applying the highest "non-tabu" heuristic to the current solution until the stop-
ping criterion is met. Competitive results have been obtained on both problems when 
compared with other state-of-the-art techniques. In (Burke et al., 2006b), a case-based 
reasoning hyper-heuristic system was proposed for the course timetabling problem. 
The system differs from other case-based reasoning systems in that the case-based 
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reasoning was used to predict the best heuristic methods that can be used to produce a 
good quality solution rather than finding a solution for the problem directly. The ex-
perimental results showed that the system can perform intelligently and effectively in 
the production of automated timetables.  

In this research, we propose a simulated annealing hyper-heuristic approach (see 
fig. 1) for the university course timetabling problem. The simulated annealing hyper-
heuristic will manage a set of neighbourhood functions or heuristics and dynamically 
bias the selection of these heuristics. This approach has been successfully applied to a 
shelf space allocation problem and one-dimensional bin packing problem (Bai and 
Kendall, 2005a; Bai and Kendall, 2005b). It is hoped that the algorithm will either 
produce better results than the current proposed approaches or will reduce the compu-
tational time while generating good quality solutions.   

2   Problem Description 

In this research, we will study a course timetabling problem that was introduced in 
(Socha et al., 2002). The problem can be described as follows: 

Given a set of events ei (i = 0,...,n) and a number of rooms rj (j = 0, ...,m) with each 
room having f types of features. Each event is attended by a given number of students 
and the total number of students is K. The aim of the problem is to assign every event 
ei to a timeslot tk (k = 1, ..., 45) and a room rj so that the following hard constraints 
are satisfied: 

1. No student should be assigned to more than one event at a timeslot; 
2. The room assigned to an event should have sufficient capacity and all the fea-

tures required by the given event; 
3. No more than two events can be scheduled in one room at a timeslot. 
The objective of the problem is to minimise the number of students involved in the 

following soft constraint violations: 
1. A event is scheduled at the last timeslot of the day; 
2. A student has only one event in a day; 
3. A student has more than two consecutive events. 
In reality, the course timetabling problem is often much more complex (McCollum, 

1998). Additional constraints will be considered in subsequent research to what is 
presented here. 

3   Simulated Annealing Hyper-heuristics 

3.1   Hyper-heuristics 

The aim of hyper-heuristics is to develop a reusable, generic optimisation approach 
for a range of different problems and different problem instances. Hyper-heuristics are 
be briefly defined as “heuristics to choose heuristics”. Hyper-heuristics search the 
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solution space indirectly by operating on heuristics. A hyper-heuristic makes use of a 
set of diverse domain-dependent heuristics or neighbourhood functions and strategi-
cally changes their preferences during the local search in order to adapt to different 
situations and problem instances (Burke et al., 2003; Ross, 2005). 

 

 

Fig. 1. The framework of simulated annealing hyper-heuristics for a maximisation problem 

3.2   Simulated Annealing Hyper-heuristics 

The proposed simulated annealing hyper-heuristic algorithm is a modified version of 
the algorithm in (Bai and Kendall, 2005a; Bai and Kendall, 2005b), and is based on 
the following assumptions and observations. 

1. A heuristic is selected probabilistically rather than deterministically. The reason 
for this is based on the empirical conclusion that probabilistically biasing the 
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candidate solutions in SA is more beneficial than using a deterministic method 
(Tovey, 1988). A deterministic heuristic selection approach may be not suitable 
for the simulated annealing hyper-heuristics due to the probabilistic characteris-
tic of simulated annealing. 

 
Set initial temperature ts, stopping temperature tf and total iterations K; 
Generate an initial solution s0;  t=ts; 
Define a set of heuristic Hi (i=0, …, n), assign appropriate weight wi to 
each heuristic Hi; 
Do 

Select a heuristic (Hi) based on probability 
1

/
n

i i ii
p w w

=
= ∑ ; 

Generate a candidate solution using heuristic Hi; 
Let iδ  stand for the difference in the evaluation function between s’ 

and s; 
If 0iδ >  

 s=s’; i iw w k= + ; 

else if 0iδ =  and a new solution is created 

 s=s’; i iw w ε= +  

else if 0iδ =  and no new solution is created 

 i iw w ε= −  

else if 0iδ <  and exp( / ) (0,1)t randomδ <  

 i iw w k= − ; 

if maxiw w>   

maxiw w=  

if miniw w< , 

 miniw w=  

Loop until stopping criteria are met 

Fig. 2. Pseudo-code of the simulated annealing hyper-heuristics 

 
2. To bias the selection of heuristics, each heuristic is associated with a weight that 

reflects their importance at the current stage. During the search, these weights are 
dynamically changed based on the performance of their corresponding heuristics.   

3. The mechanism to change the weights of heuristics is a penalty-reward strategy. 
That is, the weight of a heuristic is increased if it produces a better solution and 
decreased otherwise. However, for those heuristics that cannot improve the 
evaluation function, we distinguish between the heuristics that generate new so-
lutions and those that do not. We observe that during the search, although some 
heuristics cannot improve the solution directly, they are still useful in creating 
some intermediate situations, from which the optimal solution (or a good quality 
solution) could be reached. Hence in this system, we give a minor positive score 
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to those heuristics which could transfer the state of the solution but could not im-
prove the objective value. Meanwhile, we penalise those heuristics which could 
neither improve the current solution nor generate a new solution. 

The pseudo-code of the algorithm can be described in figure 2. 

4 Application 

To apply the proposed simulated annealing hyper-heuristics, we need to design a set 
of problem-dependent heuristics. We shall use the heuristics that were used in (Burke 
et al., 2003; Abdullah et al., 2005). The algorithm will then be tested on the bench-
mark problems that was introduced by (Socha et al., 2002). 
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