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Abstract. In this paper we present a random iterative graph based hyper-heuristic to produce a collection of
heuristic sequences that consist of different graph colouring heuristics to construct solutions of different quality.
These heuristic sequences can be seen as dynamic hybridisations of different heuristics to construct solutions
step by step. Based on these sequences, we analyse the way in which graph colouring heuristics are
automatically hybridised. This, to our knowledge, represents a new direction in hyper-heuristic research. It is
observed that spending the effort on hybridising Largest Weighted Degree with Saturation Degree at the early
stage of solution construction tends to generate good quality solutions. Based on these observations, an iterative
hybrid approach is developed to adaptively hybridise these two graph colouring heuristics at different stages of
solution construction. The overall aim here is to automate the heuristic design process, which draws upon an
emerging research theme which is concerned with developing computer methods to design and adapt heuristics
automatically. Experimental results on benchmark exam timetabling and graph colouring problems demonstrate
the effectiveness and generality of this adaptive hybrid approach compared with previous methods on
automatically generating and adapting heuristics. Indeed, we also show that the approach is competitive with the
state of the art human produced methods.

K eywords: adaptive, exam timetabling, graph colouring, graph heuristics, hybridisation, hyper-heuristic

1 Introduction

Since the 1960s exam timetabling has been one of the most studied subjects in timetabling research (see
[18,29]). Thisis partly becauseit is one of the most important administrative activities that take place several
times a year in al academic ingtitutions. In the literature, there is a range of survey papers that overview
different aspects of educational timetabling research (e.g. [8,10,18,29,32)]).

In ageneral exam timetabling problem, a number of exams must be scheduled to alimited number of time
periods (timedlots). In doing this, some constraints must be satisfied in any circumstances (so called hard
constraints). In addition, thereis aso a set of desirable constraints (so called soft constraints), which may be
violated when no solutions can be found satisfying al of them. These constraints are usually different from
one ingtitution to another. Solutions with no violations of hard constraints are called feasible solutions. How
much the soft constraints are satisfied gives an indication of how good the solutions (timetables) are.

In a simplified timetabling problem, if we are only concerned with hard constraints, the problem can be
represented by a graph colouring model. Vertices in the graph represent exams in the problem, and edges
representing the conflicts between exams (i.e. with common students). The problem is to minimise the
colours used to colour all vertices, while avoiding the assignment of two adjacent vertices to the same colour.
Graph colouring problems are the most important problems in graph theory and are known as NP-hard [24].

Graph colouring heurigtics such as that in [4] were widely studied in early timetabling research [10,19],
and are still being employed nowadays as either the initialisation method for meta-heuristics, or they are
being integrated with meta-heuristics in different ways (e.g. [2,6,12,15,16,27]). Meta-heuristics [23] have
received significant attention in the last two decades and have been very successful over arange of complex
timetabling problems [29]. These include Tabu Search (e.g. [21]), Simulated Annealing (e.g. [4,24,33] and
Evolutionary Algorithms (e.g. [13]), etc.

New techniques and methodologies have aso been developed in recent timetabling research. For
example, Variable Neighbourhood Search and Very Large Scale Neighbourhood Search have been applied
successfully to exam timetabling problems (e.g. [1,27]) by employing different neighbourhood structures
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during the search. Iterative techniques such as GRASP have also obtained some success on exam timetabling
(e.g. [20,27]). Other new technologies investigated include Case-Based Reasoning e.g. [11,16], fuzzy
reasoning (e.g. [2]) and hybrid approaches (e.g. [6,14,17,25]).

Hyper-heuristics have received some recent attention in the literature. A hyper-heuristic can be thought of
as a heuristic to choose heuristics [7]. A set of low level heuristics (rather than solutions) represents the
search space. One of the motivations is to raise the level of generality of search methodologies, as problem
specific information can be restricted to the low level heuristics that deal with the problem solutions directly.
This is fundamentally different from most studies of meta-heuristics, where problem specific information is
directly incorporated into the design of the agorithms. Approaches that are fine-tuned for particular
problems in this way may not work well on different problems, or even different instances of the same
problem. Low level heuristics investigated in hyper-heuristic research may be automatically switched in the
hyper-heuristic framework to adapt to different problems. In the literature, these include both moving
strategies (e.g. [3,9,16,26,30]) and constructive strategies (e.g. [6,12,16,27]). Graph heuristics are the mostly
studied low level constructive heuristics and have provided promising results on a number of timetabling
problems.

Adaptive technigues have been studied recently in timetabling research. In an iterative adaptive method
developed in [15], orderings of exams by graph heuristics are adapted iteratively to construct solutions by
moving forward those exams that are found to be difficult to schedule in previous iterations. In this paper, we
develop an iterative approach that hybridises graph heuristics adaptively. The ordering of exams to be used
to construct solutions can aso be seen as adaptively, but not directly, adjusted. It is, rather, made by
adaptively calling different ordering strategies in graph heuristics at a higher level. These heuristics are then
hybridised and used to deal with actual solutions directly. Note that the goal of this paper is not to design
another heuristic (or meta-heuristic) methodol ogy to compare with the other human designed methods in the
literature. Rather, the goal is to present a more effective automated way of designing and adapting heuristics.

2 Benchmark Exam Timetabling and Graph Colouring Problems

The benchmark exam timetabling and graph colouring problems we used to analyse heuristic sequences, and
to test the adaptive hybrid approach (see Section 5) were firstly introduced in 1996 [19], and are publicly
available at ftp://ftp.mie.utoronto.ca/pub/carter/testprob/. During the last ten years the datasets have been
widely tested by a number of approaches in the literature. However, there has been an issue with different
instances circulating under the same name. Thus, the datasets were clarified and renamed in [29]. We used
version | of the data [29] and present the characteristics of these problems in Table 1. If we define a conflict
matrix C, where ¢;=1 if examsi and j conflict, ¢;=0 otherwise, the conflict density in Table 1 can be defined
as the density of element ¢; of value 1 in the matrix. During the years, variants a (exam timetabling) and b
(graph colouring) of these benchmarks have been tested in the literature. For more details see [29] and
http://www.asap.cs.nott.ac.uk/resources/data.shtml.

Table 1 Characteristics of the benchmark timetabling problemsin [19], also see[29]

car9l!l car92| ear831 hec92| kfu93 Ise91 «taB31 tre92 uted2 uta92| yor83|
No. of exams 682 543 190 81 461 381 139 261 184 622 181
No. of timedots| 35 32 24 18 20 18 13 23 10 35 21
No. of students | 16925 18419 1125 2823 5349 2726 611 4360 2750 21266 941
Conflictdensity | 0.13 014 0.27 042 06 06 014 018 08 013 0.29

In variant b of the problem, a set of (81-682) exams need to be scheduled into alimited number of (10-35)
timedots in different instances. Hard constraints are to avoid students taking two exams at the same time.
That ist; #t;; i #] and Dj; > 0 (Dj;: the number of students in both examsi and j; t;: the timeslot that exam i is
scheduled into). Soft constraints are concerned with spreading the exams taken by students evenly over the
timetable. That is, exams with common students should not be assigned to timeslots that are too close to each
other (i.e. less than 5 timeslots apart). The penalty of the solution is calculated by using the evaluation
function presented in Equation 1.
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where
Sq isthe number of studentsinvolved in both examse,and g, if i = [t —t,| < 5;

w, = 2' isthe cost of assigning two conflicted exams g and g, with i timeslots apart,
if i = |t —t <5; t, and t as the timeslots of exam g and e, respectively

e isthe number of examsin the problem

Sisthe number of studentsin the problem

Equation 1 Evaluation function for the benchmark exam timetabling problemsin [19]

The variant a represents graph colouring problems. They consist of assigning a minimal number of coloursto
81-682 vertices in the graphs while avoiding assigning the same colour to adjacent vertices. If considered in
the context of a timetabling scenario, this problem can be seen to minimise the number of timeslots to
accommodate all exams into a tight/short timetable. As the number of students enrolled in the exams
(vertices) and the number of students evolved in conflicted exams (edges) are still playing a role in the
problem, this variant of the benchmark can be seen as specialised graph colouring problems with weighted
vertices and edges. There is no soft constraint in the problem. The number of colours is usualy used as the
evaluation of the colourings obtained.

3 The Graph Based Hyper-heuristic (GHH)

Graph colouring heuristics on their own are simple constructive techniques where items in the problem are
ordered and used one by one to construct solutions. For example, by using Largest Degree (see Table 2),
vertices in graph colouring problems are ordered by the number of vertex degrees decreasingly, and are
assigned colours one by one. In exam timetabling problems, more information can be employed to decide the
order of the examsto be scheduled (i.e. by the number of students they have, see Largest Enrolment in Table
2), and schedule them one by one to construct timetables. The overall strategy is that the most difficult items
in the problems are dealt with first to construct good quality solutions.

Table 2 Ordering strategies used as difficulty measuresin graph heuristicsin timetabling

graph heuristics ordering strategiesthat order the eventsin the problem

LD (Largest Degree) decreasingly by the number of conflicts the event has with the others (i.e. two events have
common students thus are conflicted)

LWD (Largest Weighted |the same as Largest Degree but weighted by the number of studentsinvolved in the
Degree) conflicted events

LE (Largest Enrolment) decreasingly by the number of enrols the event has

SD (Saturation Degree) increasingly by the number of valid timeslots left for the event in the partial timetable

CD (Colour Degree) decreasingly by the number of conflicts the event has with those already scheduled

In our previous work on hyper-heuristics [12], heuristic sequences consisting of the five graph heuristics
presented in Table 2 and arandom ordering strategy were searched by a standard Tabu Search and were used
to construct solutions for exam and course timetabling problems. At each step of Tabu Search, one
incumbent heuristic sequence is used to generate one solution. The quality of the solution constructed by this
corresponding heuristic sequence is used as the objective value to guide this step of Tabu Search. Figure 1
presents the pseudo-code of this graph based hyper-heuristic (GHH).

The solution construction at each step of Tabu Search, using a heuristic sequence (of length e, e as the
number of exams in the problem), is an iterative process where, at the i iteration, the i™ heuristic in the
sequence is used to order the events (courses or exams) that are not scheduled yet at that iteration. The first
event in the ordered list is then scheduled to the timeslot that leads to the least cost in the timetable. Thisis
made by calculating the cost on soft constraint violations, and ties are broken by choosing the first timeslots
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leading to the least cost. In the (i+1)" iteration, the remaining events are re-ordered by the (i+1)™ heuristic,
and the first event in the updated list is scheduled to the partial solution built from the previousi iterations.

initialisation of the heuristic sequence hl
/[Tabu Search upon heuristic sequences
fori =0toi =the number of iterations
h = change two heuristics in heuristic sequence hl //amove in Tabu Search
if hisnot inthetabu list
construct a solution ¢ using heuristic sequence h (see Figure 2)
if ciscomplete, and its penalty < the least penalty cyobtained
save the best solution, ¢y = ¢
update the tabu list
hl =h
el se backtrack
/lend if
/lend of Tabu Search
output the best solution with the penalty c,

Figure 1 The graph based hyper-heuristic with a high level Tabu Search [12]

Figure 2 presents an illustrative example of the solution construction process for a simple problem with
six events el, ... €6 represented by vertices, conflicts between which are represented by edges in the graph.
Assume at a certain step of Tabu Search, the heuristic sequence of length 6 is“LD LD LD SD LD SD”. A
partia solution has been built iteratively by using the first three heuristics in the sequence, leaving the
shaded events as not yet scheduled. At the 4" iteration of the solution construction, the 4™ heuristic SD in the
sequence is used to order the remaining events as “€l, €5, e6” increasingly by the number of valid remaining
timeslotsin the timetable for them (see SD in Table 2). el is then scheduled into the partia solution at the 4™
iteration. At the 5" iteration, LD is used to re-order the remaini ng eventsas “e5, €6” (seeLD in Table 1), and
€5 isscheduled. This processis repeated until all six events are scheduled.

“ (3 timetable
heuristi ordered events
euri stic sequence '

—> —> dotl dot2 sot3 slot4 dot5
LD|LD|LD|sD|LD|SD & (& el]e5|eb

ed | e3 e2

Figure 2 An illustrative example of solution construction using a sequence of graph

For some heurigtic sequences, if a a certain iteration of solution congruction the event cannot be
scheduled to any feasible timeslot due to its conflict with those aready scheduled, this heuristic sequence is
then discarded and Tabu Search backtracks and moves to another heuristic sequence to construct another
solution.

In[12], the role of Tabu Search was simply to search for the best heuristic sequences without considering
the details of actual solutions. The search is thus upon a search space of heuristic sequences, and moves are
made by the performance of the low level heuristic sequences on constructing solutions. This is different
from most standard meta-heuristics, where concrete solutions and problem dependant constraints are directly
considered by the search. A meta-heuristic was first defined by Fred Glover as “a master strategy that guides
and modifies other heuristics’ [22]. The heuristic here usually refers to the mechanism of moves “for
transforming one solution into another” [22], rather than moving between heuristic sequences. Most meta-
heuristics in the literature operate directly on a search space of solutions but a hyper-heuristic operate on a
search space of heuristics. Here we are using Tabu Search (a meta-heuristic) as a hyper-heuristic.
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In GHH, a set of heuristics (rather than solutions themselves) are considered for building solutions. This
can be seen as adaptively calling appropriate heuristics during the solution construction. GHH thus can be
seen as being able to, at a higher level, adaptively hybridise different heuristics. In this paper, we develop an
adaptive approach where heuristics are dynamically hybridised during solution construction. It is based on
the observations upon a large number of different heuristic sequences obtained by a random iterative GHH.
The above same solution construction process will be used in the approaches developed in this paper but the
high level approaches are adaptive methods rather than Tabu Search.

4 Hybridisations of Graph Colouring Heuristics within GHH

4.1 A Random lterative GHH

A random iterative GHH is first developed to iteratively generate heuristic sequences of different quality for
the benchmark exam timetabling and graph colouring problems described above in Section 2. Figure 3
presents the pseudo-code of this random iterative GHH. At each step, a sequence of graph colouring
heuristics is randomly generated and employed to construct a solution. Those sequences that cannot generate
feasible solutions will be discarded as we are only interested in good heuristic sequences. After a certain
number of steps (ex50), a large collection of heuristic sequences and the penalties of their corresponding
(feasible) solutions are obtained for further analysis on the characteristics of good hybridisations of graph
heuristics, based on which an adaptive hybrid approach is developed in Section 5.

fori=0toi =e x50, e the number of exams/vertices
initialise heuristic sequence h={SD SD ... SD SD}
forn=1ton=¢e
h = randomly change n heuristicsinhto LD, LWD or LE
construct a solution ¢ using h (see Figure 2)
if solution c isfeasible
save h and the penalty of its corresponding solution ¢

Figure 3 The pseudo-code of the random iterative graph based hyper-heuristic

In this work, to investigate clearly how heuristics are hybridised, we study heuristic sequences consisting
of two graph colouring heuristics. It was observed in the literature [15,19] and in our previous work [12] that
when being employed on its own, SD performs the best in most cases due to its ability to dynamically order
the events according to the number of remaining valid timeslots. However, its efficiency aso varies (i.e.
other graph colouring heuristics occasionally outperform SD on specific problems). Thus we use SD as the
basic heuristic in heuristic sequences (i.e. initial sequence only contains SD in Figure 3). The other heuristics
LD, LWD and LE in Table 2 are randomly hybridised into the list of SD, respectively. CD in Table 2 was
found not as effective as other heuristics and also time consuming [12], thusis not considered here.

To guarantee a full coverage of different percentages of hybridisation, the random iterative GHH
systematicaly hybridises n LWD, LE or LD, nl{1,...,e}, in the sequences. For each percentage of
hybridisations 50 samples are obtained. At the first iteration of solution construction, SD always returns the
same level of difficulty (number of valid timeslots/colours) for all exams/vertices. So, at the start, LD, LE or
LWD will be employed i.e. the heuristic sequences always start with LD, LWD or LE rather than SD.

4.2 Analysis of Heuristic Sequences

The random iterative GHH generates a collection of heuristic sequences hybridising different percentages of
LWD, LE or LD. To anayse how these heuristics are hybridised with SD, all these heuristic sequences are
stored in Microsoft Excel spreadsheets and ranked by their corresponding solution quality. For example, one
row in the Excel spreadsheet could be “LD LD LD SD ... SD 11" (see Figure 4), meaning this sequence
generates a solution of penalty 11 using the evaluation function in the problem. Then, based on the processed
data, the analysis of heuristic sequencesis carried out in three steps, which are described as follows:
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I. Firstly, all the heuristic sequences are grouped into three subsets by their corresponding solution quality:
those generating the best 5% solutions, the worst 5% solutions, and those between these two subsets.

I1. Then, the average appearances of LD, LWD or LE at each position of the sequences are calculated for
each subset. This gives a probability of [0,1] that LD, LWD or LE is hybridised at the particular position
in the heuristic sequences in each subset. Assume that, in Figure 4, we have 5 sequences of the best
quality for a problem. Thiswill result in an average appearance of LD for each position of "0.8 1 0.2 ...
0.4" in the heuristic sequences. This shows that LD when employed more often at the second and third
positions (i.e. early stage of solution construction) tends to generate the best solutions.

I11. Finaly, lines that show the trends of LD, LE or LWD hybridisations in heuristic sequences are plotted
based on the appearances of LD, LWD or LE at different positions of solution construction (of the three
subsets of different quality).

Sequence 1 LD|LD|LD|SD|...]|...|...|...|SD| 11
Sequence 2 LD|LD|LD|SD|...|...|...|...|SD|11.2
Sequence 3 LD|LD|LD|LD|...]|...|...|...|LD|11.5
Sequence 4 LD|LD|LD|SD|...|...|...|...|SD|12.5
Sequence 5 LD|SD|LD|SD|...|...|...|...|SD|12.8
Hybridisation Percentage 081 02 .........02

Figure 4 Amount of hybridisations of LD with SD at different positionsin heuristic sequences

4.2.1 Heuristic Sequences for Exam Timetabling Problems

We first collect the heuristic sequences hybridising LD, LE or LWD with SD by carrying out the random
iterative GHH on the benchmark exam timetabling problems described in Section 2. Table 3 presents the
penalties of the best and worst solutions obtained by these sequences. The corresponding overall amounts of
LD, LE or LWD hybridised (% of LD, LE or LWD in the sequences) are also presented.

Table 3 Penalties of the best and worst solutions from the heuristic sequences hybridising LD, LE or LWD obtained by
the random iterative GHH (RGH) for benchmark exam timetabling problems. Best results are in bold. “% of Lx” gives
the average overall amount of LWD, LD or LE hybridised in heuristic sequences.

car9l 1 car92 | ear83 | hec92 | kfu93 |se91 sta83 | tre92 ute92 uta92 | yor83 |

RGH-LEbest | 556 4.75 41.06 13.33 16.05 12.2 165.53 9.48 29.38 4.18 44.45
% of LE 29 11 14 34 24 10 26 15 12 18 13

RGH-LEworst | 6.85 596 52.66 21.63 21.76 17.14184.9311.8338.56 5.29 51.67
% of LE 27 32 32 37 37 4 36 26 45 28 27

RGH-LD best | 543 447 4024 1244 16.06 12.41163.18 8.87 29.88 4.13 41.72
% of LD 29 34 38 26 40 42 10 30 11 26 10

RGH-LD worst | 6.39 577 49.86 16.74 21.01 16.59 185.02 11.63 38.6 5.37 48.81
%of LD 23 30 14 35 43 45 39 30 24 15 23
RGH-LWD best | 526 4.43 37.95 12.15 15.37 12.01 159.58 8.76 28.98 3.95 42
% of LWD 36 29 47 53 36 23 34 34 63 29 27

RGH-LWD worst| 6.06 5.2 49.07 15.28 20.27 15.23 180.47 11.09 34.38 4.95 48.15
% of LWD 25 18 19 9 10 12 31 19 10 17 19

It is clear, from Table 3, that sequences hybridised with LWD performed the best for almost all the exam
timetabling problems. One possible reason may be that LWD can be seen as integrating both LE (the number
of students) and LD (the number of conflicts) in an intelligent way.

We present, in Figure 5, the trends of LWD appearances in the best 5% heuristic sequences for two
benchmark problem instances “hec92 I” and “ute92 I” in Table 3. The trends of hybridisations for the rest of
the problem instances are presented in Appendix A. In generating the trends, the first heuristics are always
ignored asthey arefixed as LE, LD or LWD. The overall observation from these trends is that in most of the
problems tested, the best heuristic sequences employ more LWD at the beginning rather than at the later
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stages of the solution construction. Another observation is that the hybridisations of LWD vary significantly
at the early positions of sequences (i.e. there are greater changes of LWD and SD at the early stages of
solution construction).

hec92 | ear83 |
0.80 0.80
0.70 A 0.70
0.60 - 0.60 1
0.50 - 0.50 +
0.40 T T T T T T T T 0.40 — T T T T T T T T T T T T T T T T
1 11 21 31 41 51 61 71 81 1 21 41 61 81 101 121 141 161 181

Figure 5 The trends of hybridising LWD in the best heuristic sequences for “hec92 1” and “ear83 |”

Another observation from Table 3 is that the overall amount of LWD hybridisations in the best heuristic
sequences for different problems is quite different. To have a closer look at the hybridisations of LWD, we
plot the box-whisker distributions of the hybridisation amount in the whole sequences in Figure 6. For some
problems such as “sta83 I” and “ute92 |”, the range of LWD hybridisation is wider than other problems such
as“yor831” and “car91 I”. Thisindicates that hybridising LWD for the latter problems may be more difficult
within the GHH approach.

box-whisker plot
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Figure 6 The amount of the best LWD hybridisation in heuristic sequences for exam timetabling problems

amount of hybridisation of LD amount of hybridisation of LE
0.60 p— 0.50
stas3 —sta83
0504 - - - - 92 -----tre92
— — uta93 0.40 - ---car92
0.40 - - - -car92 e | ——uwag3
0.30
0.10 7\\,;,; oINS SO \‘\\.
0.00 o e g e o e 0,00 s s o & [ o g =
1 21 41 61 8 101 121 141 161 181 201 1 21 41 61 8 101 121 141 161 181 201

Figure 7 Hybridisation trends of LD and LE in the best 5% heuristic sequences for exam timetabling problems
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For the LE and LD hybridisations within the best heuristic sequences, the observations are that no
obvious trends can be obtained in heuristic sequences that generate the best solutions for all the problems
(see Figure 7). The worst 5% of heuristic sequences also have different trends on the hybridisations of LD,
LE and LWD for different problems and thus no obvious observations are obtained. Due to the space
limitation, and also because we are not particularly interested in the characteristics of the worst sequences,
we do not present these trends in the paper.

4.2.2 Heuristic Sequences for Graph Colouring Problems

The same random iterative GHH presented in Figure 3 was run to obtain heuristic sequences for the graph
colouring problems presented in Section 2. Due to the generality of the approach, the only differences when
applying the random GHH for both timetabling and graph colouring problems is the eval uation function used
(i.e. the number of colours used in the colourings rather than the violations of soft constraints in timetabl es).
The random GHH in Figure 3 searches for heuristic sequences.

The evaluation function we used in the graph colouring problem is simply the number of colours in the
colourings. Due to the fact that some different colourings may use the same number of colours, some other
evaluation functions have been used in the literature. For example, sum colouring [31] evaluates not only the
number of colours used, but also the sum of the chromatic numbers of the colours, aiming to give a more
informative evaluation. In our experiments, we found that these two evaluation functions performed in a
similar way. This may be because our GHH approaches are constructive, and thus are less dependant on the
evaluation functions which can play an important role in the usual implementations of local search
algorithms.

As the generated colourings are aways feasible, all the heuristic sequences and their corresponding
guality value (i.e. number of colours) are saved for further analysis. Table 4 presents the best and worst
results obtained by these sequences for the graph colouring problems. Again we present trends of LWD
appearance in the best heuristic sequences for two problems in Figure 8, and the rest of the problems in
Appendix B.

Table 4 Best and worst results from the heuristic sequences hybridised with LD, LE or LWD using the random iterative
GHH (RGH) for graph colouring problems. Best results are in bold. “% of Lx” gives the average overall amount of
LWD, LD or LE hybridised in heuristic sequences.

car9l | car921 ear831 hec92 1 kfu93 Ise91 sta831 tre92 ute92 utad2 | yor83 |
RGH-LD best 30 29 22 18 19 17 13 21 10 31 20
% of LD 29 24 15 24 31 19 49 36 10 27 16
RGH-LD worst 38 35 28 21 23 21 13 26 13 35 25
% of LD 93 77 86 38 79 78 49 61 14 79 54
RGH-LE best 30 29 22 18 19 17 13 20 10 31 20
% of LE 17 18 17 25 36 11 49 16 29 11 10
RGH-LE worst 45 38 32 25 28 27 13 30 16 35 29
% of LE 93 82 93 82 98 97 49 95 97 45 94
RGH-LWD best | 30 29 22 18 19 17 13 20 10 31 20
% of LWD 36 13 19 37 46 28 49 45 34 24 17
RGH-LWD worst| 37 36 29 22 23 20 13 25 12 35 25
% of LWD 89 92 63 69 16 9% 49 15 20 74 78

Again, sequences hybridised with LWD performed the best (although quite dightly) for al problems. For
amost al problems tested, the best heuristic sequences employ more LWD at the beginning of solution
construction. For some problems in Appendix B (i.e. “Ise91") there are no obvious trends observed.
However, the LWD hybridisations vary more at the early stages. Note that, for problem “sta83", al the
heuristic sequences are of the same quality. The levels of hybridisation of LE and LD within the best
heuristic sequences again have no obvious trends and are not presented in the paper.
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Figure 8 Trends of hybridising LWD in the best heuristic sequences for graph colouring problems “hec92” and “ear83”

The range of the overall amount of LWD hybridisations in Figure 9 again shows that for different
problems, the percentages of hybridisation in the best heuristic sequences are very different. The range of
hybridisation percentages for some problems (i.e. “ear83" and “car92") is much smaller and indicates that
the problems are more difficult to solve using the GHH approach. It can also be seen that these distributions
are quite different from those in Figure 6 for exam timetabling problems.
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Figure 9 The amount of the LWD hybridisations in the best heuristic sequences for graph colouring problems

5 Adaptive Hybridisation of Graph Heuristics

The above observations on both exam timetabling and graph colouring problems indicate that although the
hybridisations present some trends in the heuristic sequences, the amount of hybridisations and their
appropriate ranges vary alot for different problems. The heuristic hybridisations at the beginning of heuristic
sequences aso vary, athough in genera the LWD hybridisations at the early stages are higher. Thus an
intelligent approach needs to be developed to adaptively hybridise different amounts of LWD at different
stages of solution construction. The adaptive approach is tested and shown to be effective and comparable
with the current best approaches in the literature upon both the benchmark exam timetabling problems and
graph colouring problems.

There are two stages in the adaptive approach to hybridise LWD at different parts of the heuristic
sequences. The processis presented as follows:
I. Inthefirst stage, LWD isiteratively hybridised into the first half of the heuristic sequences based on SD
(i.e. no LWD in the second half of heuristic sequences). This is an adaptive process that adjusts the
amount of LWD hybridisations in a basic sequence of SD iteratively (see Figure 10), and stops after a
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certain number of iterations. Our above analysis suggests that the effort of hybridising LWD should be
spent on the early stage of solution construction. Another reason is that the ordering of events/vertices at
later stages of solution construction tends to be less important when constructing good solutions.

Il. Based on the best heuristic sequences obtained from stage I, an iterative adjustment is made to hybridise
LWD over the whole heuristic sequence. This is because LWD may also contribute to the later stage of
solution construction. The process stops after a certain number of iterations.

1) If abetter solution is generated from the current sequence, the percentage of LWD to be hybridised in
the first half of the sequence isincreased by 0.03. The aim is to further explore different hybridisations
and avoid converging quickly to a fixed rate. The best heuristic sequences and the best rate are saved
and updated in stage 11 of the adaptive approach. The hybridisation rate is limited within the range [0.1,
0.7], and will be reset as the current best rate if it reaches one end. Note that a hybridisation rate of 1
will result in a sequence with only LWD in the first half (i.e. LWD...LWD SD...SD).

i) If the solution obtained is not feasible, the hybridisation rate is increased by 0.03.
iii) If afeasible but worse solution is generated, the hybridisation rate is decreased by 0.01.

Figure 10 Adaptive hybridisation of LWD and SD in stage | of the adaptive approach

5.1 Adaptive Heuristic Hybridisation for Benchmark Exam Timetabling Problems

We test this adaptive approach on the benchmark exam timetabling problems and present the resultsin Table
5. The average computational time across the 11 instances is also presented for six runs on a Pentium IV
machine with 1GB memory. The number of iterationsis /3 in stage | and ex2 in stage |1 for small problems,
and e/5in stage | and ein stage Il for large problems, respectively. We also implemented an iterative hybrid
approach with a fixed hybridisation of 20% LWD to SD for ex50 iterations. For easy comparison, the best
results from the random iterative GHH (as shown in Table 3) are aso presented in Table 5.

Table 5 Results from the adaptive approach (AGH), fixed hybridisation (RGH 20%), and random hybridisation of LWD
(RGH). Computational timeis presented in seconds, and the best results are in bold.

car9l 1 car92 | ear83 1 hec92 | kfu93 1se91 stal83 | tre92 ute92 utad2 | yor83 |
AGH average| 52 439 37.67 1216 15.47 11.57 160.1 8.78 29.07 3.36 42.6
% of LWD 27 25 37 40 30 20 19 26 30 29 a7
AGHbest | 517 4.32 357 1193 15.34 11.45159.05 8.68 28.88 3.3 40.79
Time (s) 13247 4883 252 14 602 905 56 732 59 7710 219
RGH 20% best| 52 44 49.74 1253 156 11.52159.05 8.89 29.36 3.6 41.77
Time(s) |38078 12600 2777 289 10037 6007 797 5258 505 21948 2463
RGH best 526 443 37.95 1215 15.37 12.01159.58 8.76 28.98 3.95 42
% of LWD 36 29 a7 53 36 23 34 34 63 29 27
Time(s) [31115 11687 2671 179 9452 5710 450 5012 503 20561 2381

The adaptive approach obtained the best results on all problems. Comparisons with “RGH 20%" indicate
that hybridising LWD adaptively rather than at a fixed rate contributes to a better performance. Note that
“RGH 20%" requires a much larger computational time. For different problems, the levels of LWD
hybridised in the best sequences belong to the range [19%, 47%].

Compared with the random iterative GHH, the adaptive approach is more effective on all problemsin a
much quicker time. The amount of LWD hybridisation obtained by the adaptive approach is within the range
found by the random iterative GHH. This indicates that by concentrating on adaptive heuristic hybridisations
at the early stage, and a quick adjustment of the overall sequences afterwards, the adaptive approach can
quickly identify the appropriate heuristic hybridisations and thus obtain better results.

We also compare this adaptive approach with those in the literature in Table 6, where the best results
reported among all the approaches are highlighted. Recall that the aim of the paper is to better understand
how we can automatically hybridise and adapt heuristics. We do not expect to outperform human designed
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heuristics and meta-heuristics which are tailored specially for this exam timetabling benchmark. However,
we can demonstrate that these automatically generated heuristics achieve results that are competitive with the
human designed methods. Unfortunately it is not possible to compare the computational time of the different
approaches across different platforms because the computational time for most of the approachesin literature
was not reported.

Table 6 Best results from the adaptive approach (AGH), GHH using Tabu Search (TS-GHH), and other approaches in
the literature on the benchmark exam timetabling problems.

car9l| car92| ear83| hecO2 | kfud3 Ise91l staB3| tred2 uted2 utad2 | yor83|

AGH 517 432 357 1193 153 1145 15005 868 28 33 40.79
TSGHH[12]| 536 493 37.92 1225 153 11.33 158.19 8.92 2801 3.88 41.37
[1] (2007) | 521 436 3487 1028 13.46 1024 1592 813 24.21 363 36.11
[2] (2004) | 529 456 37.02 11.78 1581 12.09 160.42 8.67 27.78 3.57 40.66
[5] (2004) | 48 42 354 108 137 104 1591 83 257 34 367
[14] (2003) | 465 41 3705 1154 139 10.82 168.73 835 2583 32 37.28
[15] (2004) | 497 432 3616 1161 1502 10.96 161.91 838 2741 3.36 40.77
[177(2001) | 66 60 293 92 138 96 1582 94 244 35 362
[19] (1996) | 7.1 62 364 108 140 105 1615 96 258 35 417
[21] (2000) | 62 52 457 124 180 155 1608 100 290 42 420
[25](2003) | 51 43 351 106 135 105 157.3 84 251 35 374
[27] (2007) | 545 45 3615 11.38 14.74 10.85 157.2 879 2668 355 422

We can also observe from Table 6 that the best results on the 11 problems tested are obtained from
different approaches which have been presented in the literature over the years. None of the approaches can
be seen as outperforming the others. Note that most of the other approaches are specially designed for the
particular problems, and require initial solutions.

The adaptive hybrid approach is an efficient and much simpler method compared with the previous GHH
using Tabu Search [12], which required much larger computational time. Not only a larger number of
iterations, but also a steepest descent were needed to further improve each compete solution. This added
much more computational expense. The adaptive approach obtained better results (in italicsin Table 4) with
amuch shorter computational time compared with the previous TS-GHH approach.

5.2 Adaptive Heuristic Hybridisation for Graph Colouring Problems

We test the same adaptive approach also on the benchmark graph colouring problems to demonstrate the
generality of this method. The results are presented in Table 7. We found that the approach quickly obtained
the same or better results compared with the random iterative GHH in a much shorter time even without
further adjustment based on the sequences obtained by the adaptive hybridisation on the first half of the
sequences. Thus the stopping condition of the random iterative GHH and adaptive approach is set as when
the best results are obtained to further demonstrate the efficiency of the adaptive approach. The
computational timeis presented in Table 7.

Table 7 Best results from the adaptive approach (AGH) and random iterative GHH (RGH) on graph colouring
problems. The best results reported in the literature are also presented.

car9l car92 ear83 Hec92 kfu93 1se91 staB83 tred2 uted2 utad2 yor83

AGH best 30 29 22 17 9 17 13 20 10 31 19
% LWD 15 16 15 16 30 30 25 15 30 30 17
Time(9) 2814 1578 29 3 5 2 04 42 04 57 117
RGH best 30 29 22 18 9 17 13 20 10 31 20
% LWD 36 13 19 37 46 28 49 45 34 24 17

Time (9 4798 2378 55 187 167 2 04 79 05 1307 3333
Bestreported[29]| 28 28 22 17 19 17 13 20 10 30 19
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We can see that for 3 problems, the two approaches take the same time to obtain the best results. For the
rest of the problems, the random iterative GHH needs much more time to obtain the same result or a worse
result compared with the adaptive approach. The percentage of the LWD hybridisation is also presented in
Table 7, indicating that the adaptive approach can quickly locate the correct range of hybridisation, leading
to the same or better results compared with the random iterative GHH.

Compared with the best results reported from different approaches developed in the literature, the
adaptive GHH obtained competitive results. Note that our adaptive approach is purely constructive, with no
further improvement on either solutions or heuristic sequences.

6 Conclusions

This paper presents an automated heuristic construction approach where Largest Weighted Degree is
adaptively hybridised with Saturation Degree at different stages of the solution construction for both exam
timetabling and graph colouring problems. This adaptive approach is smple yet effective, and produced
comparable results with the best approaches developed during the years in the literature for both benchmark
problems. Note that most of the approaches were specifically devel oped by humans rather than automatically
generated (asisthe case here).

The adaptive approach is developed based on the analysis on a collection of heuristic sequences of
differing quality. They are obtained by using a random iterative graph based hyper-heuristic and can be seen
as hybridising different graph colouring heuristics to construct good solutions. It is not only the case that the
general hyper-heuristic can search for appropriate heuristic sequences to generate high quality solutions for
different problems, but also the obtained heuristic sequences can be further analysed for in-depth insight of
heuristic hybridisations. Our observations indicate that the effort should be spent on hybridising Largest
Weighted Degree with Saturation Degree at the early stage of solution construction. The development of this
adaptive approach draws upon the fact that the hybridisation rate is different for different problems (and that
it dso variesalot at the early stage of solution construction).

In terms of future research directions, it is interesting to note that as the solutions generated by different
heuristic sequences correspond to very different solutions in the solution space [12], it will be beneficial to
investigate this approach on generating diversified initial solutions for different meta-heuristic approaches.
Future work will aso further study different statistical tools to analyse heuristic sequences within hyper-
heuristic approaches. The objective is to observe a general mechanism or rules for hybridising different
heuristics with the aim of devel oping more general automated search methodol ogies.
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Appendix A. Trends of the Best LWD Hybridisations with SD for
Benchmark Exam Timetabling Problems
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* Response to Reviewers

Summary of changes made to address the referees’ comments

Adaptive Automated Construction of Hybrid Heuristicsfor Exam
Timetabling and Graph Colouring Problems

R. Qu, E. K. Burke and B. McCollum

(Previoudly “ Adaptive Automated Construction of Hybrid Heuristicsfor Exam Timetabling
Problems’)

We thank the referees for their supportive comments and suggestions. They have helped us to improve the
paper. We have significantly revised the paper to address the concerns of the three referees and we outline
the changes that we have made in this document. In particul ar, we have added another set of testing problems
(graph colouring instances) with further analysis on heuristic hybridisations. The adaptive approach is further
improved in the revised version with supporting experimental results. Additional sections (see below) are
also added in the modified paper to address the referees’ concerns.

Responseto Referee 1:

This is an interesting paper on hybrid heuristic construction for exam

ti metabling problens. This referee reconmendation is to require that the authors
prepare a revised version in order to inprove the organi zation of the paper and
to reduce its length to a short comunication

We have tried to reduce certain parts of the original paper to improve the organisation and to keep the paper
as short as necessary. However, we have had to add some sections to address the other refere€’ s concerns.
We have moved the problem descriptions forward in Section 2 to underpin a better understanding of the
GHH approach. However, to address the valid comments from another referee we have added more details of
the analysis and the adaptive approach. Furthermore, we have added more experiments on another set of
problems (graph colouring problems) and we have included an appendix of al the heuristic trends to further
demonstrate the adaptive approach that we have developed. Also anillustrative exampleis added to Section
3 and pseudo-code is added to improve the presentation of the paper (also required by the other referee). The
modified paper now contains 15 pages. We believe that these amendments have greatly improved the paper.

* The maj or concern of this referee is related to the organi zation of the
paper. The notion of hyper-heuristics is clearly defined in the introduction
but things becone confusing when the authors apply the notion to deal with the
examtinetabling problem More specifically, the authors should specify clearly
the set of |ow level heuristics. Are they the graph heuristic LD, LW, LE, and
SD? If so, howis characterized the upper |evel heuristic choosing the |ow |eve
heuristics?

We have reorganised the paper by describing the exam and graph colouring problems in Section 2, and
including only the previous work in Section 3. We also added more details of the previous GHH approach
(i.e. how Tabu Searchis used to search on heuristic sequences) and clearly stated which low level heuristics
areincluded in the previous and current work. An illustrative exampleis also added to clearly present how
low level heuristic sequences are used to construct solutions in the hyper-heuristics.

In Section 2, the procedure summarized in fig.1 is confusing unless the sequence
of low level heuristics used at each iteration is fixed a priori. Also, it is
difficult to understand the paragraph: " For sone heuristic permutations, it
permutation is evaluated."

We have specified the length of the heuristic sequences. The paragraph mentioned here, which is about the
high level Tabu Search, has been re-written.



In sumary, the authors should state clearly in a few words the GHH in the
context of the current problem (examtinetabling). Then afterward, they could
make the connection with other works. It is difficult for the reader to easily
understand the different variants (randomiterative GHH and the adaptive
version) since the basic GHH is not clearly specified. The reader gets lost in
all kinds of considerations instead of being introduced to the processes used.

As Section 2.1 islargely re-organised with more details on Tabu Search, we believe that these issues are
clarified now. Furthermore, the motivation for using GHH at a high level to hybridise the low level graph
heuristics are discussed to place our current work in a broader context.

* Rel evant information related to solution time and nunber of iterations
used is nentioned in different parts of the paper. This information should be
regrouped in the section related to nunerical results instead. This would be
useful to neatly conpare the different variants.

We have now placed al this information on experimental settings together in Section 4.1.

* In Section 4, the fornmula (1) is not clear. The sunmation is done over
what index? The notion of wi should be clarified.

We have added more details to define more formally the evaluation function (now Equation 1). Also, some
issues leading to confusion about different problem datasets are al so addressed.

* The |l ength of the paper is excessive in view of the scientific content
since the notion of GHH has al ready been introduced.

The paper should be reduced to a short note clearly sunmarizing how GHH i s
applied as an adaptive process to deal with the timetabling problem

As stated above, to clearly explain the work presented in this paper and also to address the other refereeing
comments, we have added more details and more scientific content in the paper. Furthermore, more anaysis
and experiments are added to further analyse the heuristic sequences and the adaptive approach on a
benchmark graph colouring problem. The extended paper contains more content.

Responseto Referee 2:

Sumary: In this paper a randomiterative graph (coloring) hyper-heuristic is
presented. A collection of heuristics, which are widely used in solving
ti metabling problens, generates diverse sol utions.

Remar ks:
1) The subject of the paper is very interesting and rel evant.

2) Fig. 1 shows the way a basic heuristic woks, but something is mssing to
expl ain a hyper-heuristic.

We have re-organised and re-written alarge part of Section 2.1 (now Section 3) to better explain the previous
GHH approach. More details about the high level Tabu Search are added. The solution construction process
is further explained with pseudo-code and anillustrative example.

3) In ny opinion, specific exanples would nmake the paper nore conplete /
attractive. For instance, in table 1, the heuristics could be detailed using a
col ored graph.

We have extended and improved the original Section 2.1 (now Section 3), and have added more details
including an illustrative example in Figure 2.

4) The HGH LWD can provi de good quality solutions, however these don't attain
the best solutions in any instance. In this paper this could be expl ained, since



the hybrid heuristics conmbi ne advantages of a collection of heuristics. So, we
woul d expect better conmputational results.

The goal hereisto automate the heuristic design process. We are comparing the computer generated
methodology with highly sophisticated human systems. In these circumstances we would not expect to be
beating these approaches but argue that to be competitive with them is a publishabl e scientific achievement.
We have explained this now in the paper.

5) Page 11 line -3: In my opinion data m ning techni ques seemto be out of
context. Wat kind of techniques is the author referring to?

At this stage, this part of our plan for future work is not quite clear yet. Thus, we have removed the text
relating to data mining techniques from the future directions section.

6) Page 11 paragraph -2: The generation of different initial solutions is
el enentary in hybrid heuristic. | think the author nust develop this matter in
the paper, in other to get better results.

We do agree with the referee that we could devel op more a gorithms with the adaptive approach here as the
initialisation methods. Thiswork requires more systematic experiments and investigations on different
hybridisations of hyper-heuristics and other search algorithms such as meta-heuristics. As the improved
adaptive approach on its own outperformed the previous Tabu Search hyper-heuristics hybridised with
greedy local search, we have indicated this as a direction of future work in the conclusion section. The aim of
thiswork isto develop asimple, fast and general adaptive approach which is capable of intelligently building
heuristics. We have demonstrated the effectiveness and the genericity on both exam timetabling and graph
colouring problems.

7) Although in the conputational results the quality of the solutions is
presented, the conputational times are not given. In order to conpare with other
approaches, it would be interesting to present this omtted data.

To give an indication of the computational time for the approaches developed in this paper, we added the
computational time and specification of the machine used in the experiments.

The reason we didn’t include the computational time in the previous paper is due to the lack of information
of computational time in most of the currently reported approaches in the literature. Thisis mainly because
the computational time is not comparable across different platforms. So we only gave the number of
iterations in the previous paper. We added these reasons in the resubmission.

Recomendat i on:
The paper could be inproved in the description of the algorithnms and in the
comput ati onal results.

We believe that we have improved the description of the algorithms, and added more details of the
computational results.

Responseto Referee 3:

The paper contains an interesting investigation on the automatic construction of
sequenti al graph-coloring heuristics applied to the exam nation tinetabling
probl em The al gorithm proposed conmes from an anal ysis of the hybrid sequentia
heuristics on real -world benchmarks.

Unfortuntately, the paper lacks in several aspects, which are detailed in the
fol | owi ng.

First, looking at the experinental part, some of the presented results (Table 4)
seem not so neaningful to me. An average on three runs is absolutely not enough
if the algorithmis stochastic in nature.



We have implemented more experiments (in total six runs for each test) to have a better average indication of
the updated resultsin Table 3. To clearly present the analysis, we added extra figures showing the trends of
heuristic hybridisations for two example problems (with Appendices for the rest of the problems). Also box-
whisker plots are provided to give a more in-depth analysis of the heuristic hybridisations.

Furt hernore, drawi ng concl usions on the basis of the mnimum val ues found is not
a statistically sound procedure.

As explained above, in the revised paper we have implemented more experiments and presented more details
on the analysis, with best and wordt, results, computational time and box-whisker plots.

Mor eover, there is no nmention on the running times of the algorithnms and no
report about the experinmental settings. Also these points should be described to
hel p the reader understand the practical relevance of your work.

We have added more details of computational time, and explained why comparisons of computational time
are impossible because other approachesin the literature did not present the computational timein their
work.

Moving to conments on the paper, let's start with the keywords: the term hyper-
heuristics (and all the discussion thereafter) is in ny opinion msleading. Wat
you describe is a way to hybridi se sequential heuristics that DEEPLY depend on
the problem at hand; therefore in this case there is no clear connection with
what the authors call hyper-heuristics, because, as the authors advocate, hyper-
heuristics do not depend on the problem specific details and here the authors
deal with G aphCol oring heuristics. Mreover, the anount of problem specific

i nformati on incorporated in netaheuristics is nore or |less the sanme of what you
call hyper-heuristics, the only difference is that what you call hyper-
heuristics work on a (problemspecific) indirect (procedural) encoding.
Concerning this point, | suggest to renpve that keyword and reviewthe

i ntroduction according to these conments.

This confusion is partially because the context of the previous Tabu Search hyper-heuristic was not presented
clearly. We have added more details about the previous work on graph based hyper-heuristicsin Section 3.
Therest of the paper is more concentrated with the idea of automatically hybridising graph heuristics at a
higher level.

We have clarified the difference between meta-heuristics and hyper-heuristics at the end of Section 3. We
also presented the differences between the direct adjustment on the order of exams, and the adaptive
adjustment on graph heuristics at a higher level without directly concerning the exams and vertices.

We agree that the sequential heuristics depend on the problem at hand. The generality of the hyper-heuristic
refers to the high level search, which does not concern problem specific information but rather a search on
low level heuristics which adaptively address the instance at hand. We have added more detailsin Section 1.
We hope we have clarified the issue the referee concerned here. The key point here is that we are developing
an automated approach to build heuristics rather than to directly solve the problem. The challengeisto build
computer systems which are capable of competing with humans in designing heuristic methods.

Finally, the main work on what you call hyperheuristics is (G over and Laguna
1997) "A master strategy that gui des and nodifies other heuristics", that nust
be cited!

We have cited the relevant reference at the end of Section 3, and explained the difference between the
standard implementation of metaheuristics and hyper-heuristics. The main point isthat most implementations
of metaheuristics operate directly on a search space of potential solutions whereas a hyper-heuristic will
operate on a search space of heuristics. Of course, metaheuristics can be employed as hyper-heuristics and
we have made this clear in the paper.

Some ot her punctual conments:
I ntroducti on:
p. 2 line 19 (e.g., [1, 34]) instead of i.e.



Thisisdone.

p. 2 4th paragraph, the discussion of incorporating problemspecific information
in nmeta-heuristics should be addressed according to the above comrents.

We have clarified this by giving more details in the last paragraphsin Section 3.

p. 3 Fig. 1. First, is not the right place to put the figure (since its
discussion is in the next page); Secondly, there is no nention on how the
schedule is perforned (i.e., the first least-cost tineslot is chosen).

| also do not know whether the figure is so meaningful, perhaps a pseudo-code
woul d be a better way to present the idea.

We have re-organised Section 2.1 (now Section 3) and added more details of how GHH works. Pseudo-code,
in conjunction with more details of the method, is provided. In addition, an illurstrative example is presented.

p. 4 2nd paragrah, what you describe has a precise nane, which is backtracking!

We have changed this description and added it in the pseudo-code.

p. 4 Sect. 2.2, line 3. The authors should introduce what a heuristic
permutation is.

We have changed all occurrences of “heuristic permutation” in the paper to “sequence of graph heuristics’ or
“heuristic sequences’ asthe latter are more precise terms.

p. 4 line -8. It is not clear how the heuristic pernutati ons are generat ed.
Since this point is the core of one of the techniques enployed it deserves nore
expl anat i on.

We have changed the description and added some pseudo-code to clearly explain the process.

p. 51line 3. The terminjecting could be presented before.

We have removed this term to avoid confusion. Asthistext isnot crucial to the rest of the paper this will not
affect the understanding of the work presented here.

p. 5 Sect. 2.3. Miuch detail on the settings of the experinent enployed in the
anal ysis nust be provided. It is not clear how the percentages appear in the
following table, how they were chosen, and so on

We have presented all information about experimental settings together at the beginning of Section 4.1 (as
suggested by another referee, see above). Pseudo-code is also provided to provide precise information of the
process.

p. 51lines -5,-3. The part about the reasons for which LW performs good is not
so clear to ne.

We re-wrote this and added more details in Section 4.1.

p. 6 The analysis made with M crosoft Excel must be detail ed! What kind of
anal ysis did you perforn? What were the paranmeters? A rigorous explanation is
needed!

p. 6 point Ill what's polynom al trendline of M5 Excel ? Which kind of
statistical analysis it perforns? The same comment as the previous point
applies.

We have removed the text about MS Excel tool to avoid any confusion, as the idea of trend lines are general
and can be generated using different tools. A general description instead is given to explain the idea.



p. 8 Sect. 4 line 1 that [were] firstly presented by Carter..

Done.

p. 8 Formula 1: the set of numbers 0, 1, 2, 3, 4 should be in curly parentheses

We have added this and provided amore formal definition of the evaluation function as another referee
required.

p. 9 Sect. 4.1 Way do you performonly three runs? You could not draw any sound
concl usions on such a small nunber of sanmples. In a way you are invalidating al
the rest of the analyses. Wiat's the statistical significance of the test you
enpl oyed (since it is not a standard procedure | amnot so sure it is so easy to
say sonet hi ng about).

We have added more experiments and updated the resultsin Table 3. Also, the best and worst results,
together with computational time and box-whisker plots, are provided to facilitate a deeper analysisin the
revised paper.

p. 11 line 1 when you nention greedy |ocal search do you nean First Descent or
St eepest Descent ?

We meant steepest descent. However, as the updated adaptive approach further improved the results, the
approach on its own outperformed the previous Tabu Search hyper-heuristics hybridised with local search.
Thus this simple greedy search is now removed from the paper. More thorough investigation and
experiments on efficient hybridisations between meta-heuristics and hyper-heuristics will form one of our
future research directions. Thisisincluded in the conclusion section.

In several places "which" should be preceded by a comma (or you should use that
i nst ead) .

We have made these changes.

In several places "= nunber ..." is absolutely colloquial and must be avoi ded.
We have removed these by defining e as the number of events, and referring to it later in the paper.

In summary:

The paper has been revised thoroughly to include more details not only on the approach, but also on extra
benchmark problem data. In particular, we have added more details about the basic GHH approach to clarify

some of the issuesraised. More experimental analysisis carried out and computational time is addressed.

We thank again the referees for their very constructive comments. We believe that we have addressed their
concerns and that, as such, we have significantly improved the paper.



